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Abstract

Inclusive jet production in proton-antiproton collisions is studied with the CDF de-

tector in the j�j range 0.1-0.7, at center of mass energies of ps=630 and 1800 GeV.

The ratio of scaled cross sections at two values of
p
s is compared to Next-to-Leading

Order (NLO) QCD predictions. Discrepancy with NLO QCD predictions at low val-

ues of fractional transverse momenta of jet xt(� 2Et=
p
s) is observed. This result

con�rms the previous measurement by CDF at center of mass energies of 546 and

1800 GeV.
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Chapter 1

Introduction.

Quantum Chromo Dynamics (QCD) is a theory of strong interactions.

It became a mathematically consistent theory in the 70's and now is part of the \Stan-

dard Model" of elementary particles. Experimental tests of QCD predictions either

con�rm the validity of QCD or indicate the existence of phenomena which QCD does

not account for. Such tests set directions for further studies in High Energy Physics.

The Scaling Hypothesis of inclusive jet production is one of the processes where the

validity of QCD can be tested.

The �rst experiments in Deep Inelastic Scattering (DIS) of electrons on protons

showed a point-like structure for protons. The Naive Parton Model (NPM)

was introduced to describe quantitavely the results of DIS experiments and to make

predictions for other experiments. In hadron-hadron collisions, according to the

NPM, the interaction between two hadrons can be treated as an interaction be-

tween the constituents of the hadrons, the partons. Each hadron is described by

a set of parton distribution functions � pdf 0s. De�ned for a given type of parton,

a pdf is the probability of �nding this parton within the hadron, carrying fraction
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x = Eparton=Ehadron of the parent hadron momentum. The hadron-hadron inelas-

tic cross section is a convolution of the pdf 's with the parton-parton cross section,

summed over all partons in both hadrons. According to the NPM, the cross section

as a function of jet xT � 2Et=
p
s (where Et is the parton's transverse energy and

p
s

is the center of mass energy) does not depend on
p
s. The ratio of the cross sections

measured at di�erent
p
s plotted versus jet xT is unity. This statement is known as

the scaling hypothesis.

In QCD, both the pdf's and the coupling constant depend on an energy scale Q2

(renormalization/ factorization scale). The renormalization scale is usually chosen

as the energy transferred in the interaction, and for jet production processes this is

the transverse energy of the jet, Et, multiplied by a constant. The dependence of the

pdf's and coupling constant on Q2 leads to a violation of the scaling hypothesis.

In 1988, CDF measured the inclusive jet cross section at
p
s=546 and 1800 GeV.

The scaling hypothesis was rejected at 95% C.L. A discrepancy from the NLO QCD

prediction was observed for xT below 0:2. More data were needed to study the nature

of the discrepancy.

In 1995, CDF collected data at
p
s=630 GeV with signi�cantly higher statistics in

order to study the validity of the QCD predictions for the ratio of inclusive jet cross-

sections at
p
s= 630 and 1800 GeV. This study is the subject of this thesis.

Chapter 2 gives a detailed theoretical explanation of the scaling hypothesis in the

NPM and its expected violation due to QCD e�ects. Chapter 3 describes the Fer-

milab accelerator complex and the apparatus used in this measurement- the Collider

Detector at Fermilab (CDF). The data sets used in this analysis, the event selection

and the raw inclusive jet cross section are presented in Chapter 4. Chapter 5 de-

scribes the correction for the detector e�ects and presents the corrected cross section.
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A study of detector responses to the same Et jets produced at di�erent center of mass

energies is presented in Chapter 6. The systematic uncertainties on the measurement

of the cross section caused by the uncertainties on detector responses are presented in

Chapter 7. The ratio of the scaled inclusive jet cross sections measured at center of

mass energies of 630 and 1800 GeV, the uncertainties on the ratio and the discussion

of the obtained result are given in Chapter 8.
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Chapter 2

Theory.

2.1 Standard Model

In our present understanding, there are four fundamental forces (interac-

tions) which govern all the physical processes in the known Universe:

� Strong

� Weak

� Electromagnetic

� Gravitation;

and there are two fundamental types of constituents of matter : quarks and leptons.

There are three generations of quarks and leptons. Their properties are presented in

Table 2.1. Each of these particles is described by a set of quantum numbers: spin,

charge, baryon number and lepton number, isospin, mass. Quarks have an additional

quantum number, color, speci�c for strong interactions. Each quark can have one of

three possible values of color. All particles have corresponding antiparticles with the

4



Charge Baryon Lepton Spin

Q Number B Number L

Quarks u (up) 2
3

1
3 0

I d (down) �1
3

1
3 0 1

2

Leptons �e 0 0 1

e �1 0 1

Quarks c (up) 2
3

1
3 0

II s (down) �1
3

1
3 0 1

2

Leptons �� 0 0 1

� �1 0 1

Quarks t (up) 2
3

1
3 0

III b (down) �1
3

1
3 0 1

2

Leptons �� 0 0 1

� �1 0 1

Table 2.1: The properties of the quarks and leptons.

same mass and spin, and with opposite sign of charge, baryon and lepton numbers.

As an example, the anti-u quark, denoted as �u, has spin 1
2 , charge �2

3 , baryon number

�1
3 , and lepton number 0. The antiquark has also an opposite value of color. The

positron (e+) is the \anti-electron"; it has charge +1 and lepton number �1.
The quarks are constituents of hadrons. The hadrons are constructed in such a

way that they are colorless and carry an integer charge and integer baryon number.

There are two types of hadrons: baryons and mesons. Baryons are colorless con-

�gurations of three quarks, like �o(uds), proton p(uud), neutron n(udd). Mesons

consist of one quark and one antiquark, like a pion, �+(u �d). The quantum numbers

of hadrons are de�ned by quantum numbers of constituent quarks: the baryons are

half-integer spin particles (fermions) with baryon number equal to 1; the mesons are

integer spin particles (bosons) with baryon number equal to 0. Besides the valence

quarks, which establish the quantum numbers of hadrons, each hadron contains a sea

5



of quark-antiquark pairs, and gluons.1

The strong interaction is responsible for binding the quarks into hadrons and for cou-

pling the nucleons into the nucleus. The weak interaction allows the transmutation of

protons and neutrons into each other. These processes are responsible for synthesis

of the heavy elements and were crucial in the early universe. Weak interactions are

responsible for solar energy. The electromagnetic force binds the electrons to the

nucleus, composing atoms. Di�erent atoms can be bound together into molecules,

again by the electromagnetic force. Gravitation is the weakest force. Its action is

signi�cant when applied to macroscopic bodies but is negligible compared to other

forces at the microscopic scale.

These interactions are described by local gauge theories where force is transmitted

by gauge bosons. The theories of strong, electromagnetic and weak interactions are

combined in the SU(3) � SU(2) � U(1) theory: the Standard Model of Elementary

Particles. The non-abelian group representation of the electroweak interactions are

described by the SU(2) � U(1) term. Quantum Chromodynamics (QCD)[2], the

non-abelian local gauge theory of strong interactions, is represented by the SU(3)

transformation group in color space. In QCD, the force is carried by eight gluons,

which are bi-color objects. In contrast to the photon, the carrier of the electromag-

netic interaction, gluons can couple to each other. This property of gluons leads to

the main features of the strong interactions: asymptotic freedom and con�nement.

The forces, the gauge bosons and their properties are summarized in Table 2.2.

1The gluons are the \transmitters" of the strong interaction. They are described further in this

Chapter.
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Force Gauge Boson Q Spin Mass(GeV)

Strong g (gluon) 0 1 0

Weak W -boson �1 1 81

Z-boson 0 1 92

Electromagnetic  (photon) 0 1 0

Gravitational graviton 0 2 0

Table 2.2: Fundamental forces and gauge bosons.

2.2 Naive Parton Model

In the previous section, quarks and gluons were described as the constituents

of hadrons. The Naive Parton Model (NPM)[1], a phenomenological model which was

introduced to explain results of Deep Inelastic Scattering experiments, describes the

hadrons as objects containing pointlike constituent-partons. According to the NPM,

the interaction between two colliding hadrons can be treated as an interaction between

two partons (one from each of the hadrons). The resulting hadron-level cross section

can be written in the following form:

d�

d(p2t )
=

X
all partons

Z
dx1dx2f(x1)f(x2)

d�̂

d(p2t )

where pt is the transverse momentum of the outgoing parton, x1;2 is the momentum of

incoming parton as a fraction of the parent hadron momentum (x = Pparton=Phadron),

f(x) is a parton distribution function (PDF), a probability to �nd a parton carrying

fraction x of the total momentum within the hadron; �̂ is the parton-parton scattering

cross section.

The parton level cross section has the following form:

d�̂

dt̂
=
jM j2
16�ŝ2

=
�2
sj ~M j2
16�ŝ2

;

7



P

P

Jet

Jet

f

f

σ

Figure 2.1: Hadron-hadron collision can be described as an interaction between partons within

the hadrons.

or

d�̂

d(p2t )
=

d�̂

dt̂

ŝ

û
=

�2
sj ~M2j

128�p4t (1 + cos �)

where �2
sj ~M2j is the matrix element of hard scattering partons (�s is the coupling

constant of strong interactions), it depends on the scattering angle but is indepen-

dent of the parton-parton center of mass energy
p
ŝ and transverse momentum of

outgoing parton. The scattering angle is denoted as �. The variables ŝ; t̂ and û are

the Mandelstam variables for 2! 2 parton-parton scattering,A+B ! C +D:

s = (PA + PB)
2; t = (PA � PC)

2; u = (PA + PD)
2;

where P indicates the 4-momentum of corresponding parton, A and B stand for two

incoming partons; C and D denote the outgoing partons.

Partons are assumed to be massless and a substitution pt ! Et is made in the formula

above. The Lorentz invariant cross-section d2�
dE2

t d�
, scaled by E4

t , does not depend of

8



Et and
p
s separately but on a dimensionless variable xT = 2Etp

s
. The scaled invariant

cross section averaged over an � range2 is written as

E4
t <

d2�

d(E2
t )d�

>�=
1

��

X
partons

Z
dx1dx2f(x1)f(x2)

�2
sj ~M2j

128�(1 + cos �)

Note that x1 and x2 depend only on xT and rapidities of the jets: x1;2 =
xT
2 (e

��1 +

e��2). In the NPM, the scaled inclusive jet cross section, as a function of xT , does

not depend on
p
s. Thus the ratio of the scaled inclusive jet cross sections measured

at di�erent
p
s is 1:0:

R =
(E3

t < d2�=dEtd� >�)630
(E3

t < d2�=dEtd� >�)1800
� 1

In the next sections a brief description of QCD is given. It is shown that QCD predicts

the dependence of the cross section on center of mass energy,
p
s, which means the

violation of scaling hypothesis.

2.3 QCD

In perturbative QCD, the parton level cross section is expanded in powers

of �s- the strong coupling constant. The lowest order of the expansion corresponds

to the cross section calculated in the Naive Parton Model. The higher orders of

expansion lead to divergent integrals. These divergences are regularized either by

the introduction of an ultraviolet momentum cut-o� � (covariant regularization),

or by reducing the space-time dimension D = 4 � 2� (dimensional regularization).

The regularized divergences are then absorbed into the de�nitions of the coupling

constant and mass by a renormalization procedure, which introduces a new energy

scale �. The renormalized parameters depend explicitly on �. The renormalized

2� is the pseudorapidity, de�ned as � = ln tan(�=2), where � is the scattering angle.
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operators construct a Lie group when changing with �. The coupling constant and

the mass obey the Renormalization Group Equations (RGE):�@g=@� = �(g) and

�@Mj=@� = M(g)�Mj, where � and M are renormalization group coe�cients, which

can be calculated in the perturbative theory, g is the coupling constant (�s � g2=4�).

The RG equations provide the invariance of the observables under the changes of

�. The S�matrix should be renormalization-group invariant: �DS=D� = 0. The

covariant derivative is de�ned as � D
D� = � @

@�+� @
@g+M

P
Mi

@
@Mi

. The beta-function,

� = �@g=@� is the sensitivity of the coupling constant g to the renormalization

parameter �. It expands in powers of g as

�(g) = �bg3(1 + b0g2 + � � �)

where b = (33� 2Nf)=12�, Nf is the number of quark avors.

Integration of the one-loop equation for � (�(g) = �bg3) leads to a solution, which

exhibits the dependence of the coupling constant on the renormalization scale:

g2(Q2) =
g2(�2

o)

1 + bg(�2
o) ln(Q2=�2

o)
or g2(Q2) =

1

b ln(Q2=�2
QCD)

;

where �QCD = �o �exp([�2bg2(�2
o)]). The strong coupling constant, �s, can be written

as:

�s(Q
2) =

12�

(33� 2Nf) � ln(Q2=�2
QCD)

:

This dependence of �s on the renormalization scale Q2 shows a property of strong

interactions, asymptotic freedom: the coupling constant decreases with increasing Q2.

For high energies (or short probing distances) the partons inside the hadrons can be

treated as free particles.

The coupling within the hadrons at the low energies, on other hand, reects another

property of the strong interactions, con�nement: no single quark can exist apart from

10



other quarks and gluons.

The value of �QCD is not predicted by theory. An evaluation of �QCD is based on the

experimental measurements of �s and depends on the renormalization scheme used

in the theory and on the number of active avors.3 The experimentally measured[3]

value of �5
MS

is 202�65
53 MeV, where MS notation refers to the Modi�ed Minimum

Subtraction scheme for the renormalization. The number of active avors is 5.

The hard scattering of two constituent quarks or gluons (one from each hadron) is

governed by the strong interaction between two hadrons. During the scattering, a

quark within a hadron can experience an impact and acquire a momentum which

strikes the quark out of the hadron. The outgoing quark couples with the vacuum

quarks and forms colorless hadrons. This process of coupling is called hadronization

or fragmentation. The momentum of the struck quark is signi�cantly higher than

the momenta of the quarks picked from the vacuum. Resulting hadrons are almost

collinear with the struck quark. This strongly collimated \bunch" of hadrons is called

a jet.

The constituent quarks which did not participate in the hard scattering are called

spectators. The spectator partons also fragment into hadrons which form the so called

Underlying Event (UE). The UE hadrons do not have high transverse momenta (Pt).

Most of these hadrons move in directions, close to the directions of the parent partons

(e.g. directions of the colliding hadrons). The Pt of UE hadrons is roughly uniformly

distributed in � (away from edge of phase space). The energy of the measured jets

should be corrected for the contribution of the UE.

As was mentioned above, in perturbative QCD, the parton level cross section is ex-

panded in powers of �s(Q
2). The precision of the calculation at some order increases

3The number of avors is chosen as the number of quarks with masses below the renormalization

scale �.
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with decreasing value of �s(Q
2). In practice, the long-distance part (low momen-

tum partons, which were radiated before the hard scattering) is separated from the

short-distance cross section. The latter is calculated by means of perturbative QCD,

while the former is \factored" into the parton distribution functions. This procedure

is known as factorization[4]; it introduces a factorization scale (�f), which should be

chosen to be of the same order as the scale of parton-parton interaction. For sim-

plicity, the renormalization and factorization scales are usually set equal. The parton

distribution functions with factorized long-distance part have the form:

fi(x;Q) =
X
a

Z 1

x

d�

�
Cia(x=�;Q=�; �s(�))fa=H(�; �) +O(1GeV=Q)

where fa=H is the long-distance part. It is independent of the hard scattering process,

is speci�c to the hadron H and depends on the factorization scale �. Cia are the

so-called Wilson's coe�cients; they depend on the renormalization and factorization

scales and are independent of the hadron identity H.

The RGE for parton distribution functions are written in the form:

�
dfa=H(x; �)

d�
=
X
b

Z 1

x

d�

�
Pab(�=x; �s(�))fb=H(�; �)

These are called the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi equations[5]. The in-

dices a and b denote either a quark/anti-quark avor or a gluon. The above equations

describe the evolution of parton of type a in the hadron H. The kernels Pab are the

splitting functions. They can be expanded in series of power of �s and are calculable

in the perturbative theory. The splitting function, Pab(x), at leading-order can be

interpreted as the probability to �nd a parton a in the parton b carrying fraction

x of the longitudinal momentum of the parent parton and a transverse momentum

squared Q2 � �2. The parton distribution functions evolve with the energy scale Q2.

The DGLAP equations provide a procedure for evaluation of the pdf's at any value

12



of the energy scale given a set of initial pdf's at some energy scale Q2
o. This initial

set of pdf's is obtained from experimental data by means of a Global Analysis.

2.4 Global Analysis

The Global Analysis is a project of constructing a set of pdf's, which is

consistent with a variety of experimental measurements of di�erent processes. Pa-

rameterized forms (one for each quark avor and a gluon within a proton) are used

as pdf's at some renormalization/factorization scale Q2
o. Each of these initial param-

eterizations is evaluated at di�erent values of the energy scale Q2 and the theoretical

predictions are calculated for every process for which there exists an experimental

result. The parameters are optimized so that the best agreement (by means of a

�2-test) is achieved between the experimental data and the theoretical calculations

given the �nal pdf's. This �nal set can be used for comparison of new experimental

data with theory. Currently, di�erent sets of pdf's are available: MRS[6], GRV[7],

CTEQ[8]. In this research, the CTEQ4M set from the CTEQ collaboration is used.

2.5 Jets

A jet is a narrow bunch of hadrons resulting from the fragmentation of the

struck quark or gluon. This de�nition of the jet is rather abstract. In practice, a jet

is de�ned in terms of its properties, e.g. the Et, the spatial distribution of energy

within the jet, the direction of jet axis. The requirement on a jet de�nition is that

there should be a correspondence between the theoretically calculated jet properties

and the algorithm used to reconstruct the jet in the experimental measurements. In

the comparison of experimental data with theoretical predictions, the same de�nition
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should be used in both theory and experiment, since the resulting cross section de-

pends on the jet de�nition.

The clustering algorithms, such as JADE[9] and modi�ed JADE[10] (also known as

Durham or kT algorithm) are based on combining particle momenta, so that a pair

of particles can be substituted by a pseudo-particle. This new pseudo-particle has ei-

ther its 4-momentum equal to the sum of the 4-momenta of the original two particles

(E-scheme); or its 3-momentum equal to the sum of the 3-momenta of the original

particles, and the energy equal to the sum of the weighted energies of the two particles

(P-scheme). This algorithm is used in e+e� collisions.

The cone algorithm is typically used at hadron-hadron colliders. The jet is de�ned as

energy deposited within a cone of radius R =
p
(��)2 + (��)2 in ��� space, where

� is the pseudo-rapidity and � is the azimuthal angle.

The standard cone algorithm was adopted in 1990 at the Workshop on High Energy

Physics in Snowmass, Colorado[11], and is referred to as the Snowmass accord. In this

algorithm, the Et; �; � of the jets are calculated as Et-weighted sums over particles

or calorimeter cells within a cone of radius R:

Ejet
t =

X
i2R

Ei
t

�jet =
1

Ejet
t

X
i2R

Ei
t � �i

�jet =
1

Ejet
t

X
i2R

Ei
t � �i

The suggested value of R in the Snowmass accord is 0.7. This size of the jets is

optimal for both collecting the most energy of the jet within the cone (�90% for jets

with Et > 20 GeV) and for spatial resolution of the jets in multijet events.

The JETCLU[12] jet reconstruction algorithm, employed by CDF, selected a seed
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tower (a tower is a calorimetry cell- see details in Chapter 3) with transverse energy

Et >1 GeV. The adjacent seed towers were combined into a precluster so that the

Et of the seed towers in a precluster were decreasing monotonically. In � � � space,

an Etower
t weighted centroid of the precluster was obtained. A cone with radius

R =
p
(��)2 + (��)2 = 0:7 was constructed around the centroid. A new Et-weighted

centroid was calculated for all the towers within the circle and a new circle was drawn

around the new centroid. Further iterations of this process were performed until the

centroid became stable.

Special care was taken for overlapping clusters- if the total Et of the \common" towers

was greater than 3
4Et of either cluster, then the two clusters were merged together.

Otherwise, the two clusters were kept separate (i.e. not merged) and the common

towers were included into the closer cluster. No overlapping jets were allowed. The

�nal clusters were de�ned as the jets measured with the CDF Detector.

2.6 Scaling Violation

The running of the coupling constant and the evolution of parton distribu-

tion functions in QCD means that the dimensionless Lorentz-invariant inclusive jet

cross section has the form:

E3
t <

d2�

dEtd�
>�=

1

��

X
all partons

Z
dx1dx2f(x1; Q

2)f(x2; Q
2)

�s(Q
2)2j ~M2j

128�(1 + cos �)
! F (xt; Q

2)

where Q = �Et. In the inclusive jet calculations both the renormalization and fac-

torization scales are chosen to be the transverse energy of the jets multiplied by

a factor. Since xt = 2Et=
p
s, the renormalization and factorization scale becomes

Q = �Et = �xt
p
s=2. For same xt jets, the cross section does depend on the center of

mass energy
p
s, leading to a violation of the scaling hypothesis. The dependence of
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�s and the pdf on
p
s is illustrated in Figure 2.2.
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Figure 2.2: �s as function of xT for
p
s=630 and 1800 GeV (upper plot); ratio of pdf for up-quark

and gluon (630 GeV over 1800 GeV) as function of xT (bottom plots).

2.7 EKS NLO QCD Calculations

In this research, NLO QCD calculations by the EKS group[14] were used.

In these calculations the �nal state may include three partons. If two of the partons

are within radius R, they are combined into one jet. At NLO, the jet cross section

depends on the cone radius. Figure 2.3 presents the theoretical prediction and the
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measurement by CDF of the inclusive jet cross section as function of R. At R=0.7, the

Figure 2.3: Dependence of the inclusive jet cross section on the cone radius. Jet cross section

is measured by CDF (dots) and predicted by LO and NLO QCD at
p
s=1800 GeV, Et=100 GeV,

0.1< j�j <0.7

dependence of the cross section on the choice of the renormalization and factorization

scale is weak. The cross section also depends on the criteria of merging two jets. In

cone algorithms, the two jets are merged if the distance between them is less than

a prede�ned parameter Rsep. The value Rsep = 1:3R corresponds to the JETCLU

algorithm. In EKS, the production of each jet is considered as a separate process

with the renormalization and factorization scale equal to the transverse energy Et of

the jet multiplied by a factor.
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2.8 The Ratio of Scaled Cross Sections as a Test of

QCD Predictions

Experimental measurement of the cross section of some process with a vari-

ety of the detectors at di�erent center of mass energies and further comparison with

the QCD prediction is the usual way to test QCD. However, if within one experiment

a cross section of some process is measured at di�erent center of mass energies, then

the ratio of the cross sections at di�erent
p
s is a stronger test of the QCD predictions

than each measurement separately because most of systematic uncertainties cancel in

ratio.

In the statistical analysis, if the parameter of interest f is a function of a number of

other parameters ai, and each of the parameters ai is known (measured) with some

uncertainty �(ai), then the uncertainty on the parameter f itself has the following

form:

�(f) =

vuutX
i

X
j

�
@f

@ai
�(ai)

�
�
�
@f

@aj
�(aj)

�
� �ij;

where �ij is the correlation coe�cient of the measurements of parameters ai and aj.

The correlation coe�cient changes from 0 for uncorrelated uncertainties to 1 (-1) for

completely correlated (anti-correlated) uncertainties.

The uncertainty on a function of two parameters is given by

�(f) =

s�
@f

@a
�(a)

�2

+

�
@f

@b
�(b)

�2

+ 2�ab

�
@f

@a

��
@f

@b

�
�(a)�(b):

If f is the ratio of parameters a and b (f = a=b), then the uncertainty on f becomes:

�(f) =

s�
1

b
�(a)

�2

+
� a
b2
�(b)

�2
� 2

a

b3
�(a)�(b)�ab
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or

�(f) = f

s�
�(a)

a

�2

+

�
�(b)

b

�2

� 2

�
�(a)

a

��
�(b)

b

�
�ab

If two measurements with �nite uncertainties are correlated, then the uncertainty

on the ratio is less than it would be if there were no correlation. If the correlation

�ab � 1, then

�(f)=f = j�(a)=a� �(b)=bj

If two measurements are totally correlated, then the relative uncertainty on the ratio

of these two measurements equals the absolute value of the di�erence between the

relative uncertainties of each of them.

This result applies to the measurement of the ratio of the inclusive jet cross sections.

Since the same detector is used for the measurements at two center of mass energies,

the systematic uncertainties of the measurements are correlated and the uncertain-

ty on the ratio will be reduced. The same argument can be applied to the QCD

predictions- there is an uncertainty caused by the choices of the renormalization and

factorization scale and of the set of pdf, and a partial cancelation of these uncertain-

ties reduces the overall theoretical uncertainty of the result.

This is why the comparison of the ratio of inclusive jet cross sections with the QCD

predictions is expected to be more accurate than the separate comparison of the cross

sections with the corresponding theoretical calculations at two values of the center of

mass energy.

2.9 HERWIG Event Generator

The HERWIG Monte Carlo event generator[13] was used in this work for

studies of the energy ow in the jets and the fragmentation dependence on the center
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of mass energy. HERWIG is based on the computation of the Leading Order (LO)

matrix elements and parton shower simulation of the initial and �nal state radiation.

In the parton shower approach, the �nal state radiation is treated as splitting (by

means of DGLAP equations) of incoming and outgoing quarks and gluons. The split-

ting continues until the parton has an Et below a cut-o� scale. Below this energy a

phenomenological fragmentation model is employed. The initial state radiation car-

ries a certain fraction of the 4-momentum of the incoming parton, which changes the

4-momentum Q transfered in the process. This leads to the evolution of the pdf in

the incident hadron.

The LO calculations with parton shower simulation serves as a good approximation

to the NLO QCD calculations. The advantage of such an event generator is that it

produces a list of particles resulting from the hadron-hadron interaction. This out-

put can be used for direct comparison with raw measurements after the particles are

passed through the detector simulation package.

2.10 Results of Other Experiments

A number of experiments were undertaken to measure the inclusive jet cross

section at di�erent center of mass energies. The goal of these experiments was to

check if the QCD prediction of the scaling violation is correct.

At the UA2 experiment (CERN, Sp�pS), the inclusive jet production cross section was

measured in p�p collisions at
p
s=546 and 630 GeV. At

p
s=630 Gev, a pt-dependent

increase of the cross section with respect to the
p
s=546 GeV data was observed.

The increase could be described both by QCD calculations and by \approximate
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xt-scaling". The comparison of UA2 results with the measurements by the AFS

collaboration[16] in pp collisions at
p
s=63 and 45 GeV exhibited the expected scale-

breaking e�ects[15].

A similar measurement was performed by the UA1 group at CERN[17]. The inclu-

sive jet cross section was measured at the same two center of mass energies, 546 and

630 GeV. The conclusion was that the observed increase in the cross section with

p
s is consistent with scaling. The QCD calculations were presented, which show

that comparison with much higher center of mass energy (
p
s � 2000 GeV) would be

needed to be sensitive to non-scaling QCD e�ects. At the time of these measurements

only Leading Order QCD calculations were available.

The CDF experiment was the �rst one to measure the inclusive jet cross section at

such far from each other center of mass energies as
p
s=546 and 1800 GeV[18]. The

scaling hypothesis was ruled out with 95% Con�dence Level. However, at low xt the

ratio of the measured cross sections was inconsistent with the NLO QCD predictions

(Fig 2.4).

An attempt to explain the di�erence between the theory prediction and the CDF mea-

surement was made by S.Ellis[19]. The Underlying Event Et at CDF was estimated

by measuring Et in a cone perpendicular to the leading jet axis. The measured value

of Et was subtracted from the Et of the jet. S.Ellis argued that energy associated

with the hard scattering could also contribute to the cone perpendicular to the jet

axis (\splash-out" e�ect). As a result the Et of the measured jets was over-corrected.

The correction for the splash-out e�ect would decrease the observed disagreement to

about 1� level. However, reanalysis of CDF data, using new UE de�nition, showed

no such e�ect.

Recently, the D� collaboration presented the ratio of inclusive jet cross sections at
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p
s=630 and 1800 GeV. Results of two experiments are compared in Chapter 8.2

It is the goal of the current analysis to study the observed discrepancy between the

ratio of the cross sections measured by CDF at
p
s=546 and 1800 GeV and the NLO

QCD predictions.
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Figure 2.4: CDF data at 546 GeV con�rmed scaling violation. However, a discrepancy with NLO

QCD was observed.
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Chapter 3

TEVATRON Collider and the CDF

Detector.

3.1 Tevatron Collider

The Fermilab Tevatron collider is an accelerator colliding protons (p) with

anti-protons (�p) at a center of mass energy of 1.8 TeV. The Fermilab accelerator com-

plex consists of six stages of acceleration (Figure 3.1).

A Cockroft-Walton Generator provides the �rst stage of acceleration. Electrons

are added to the hydrogen atoms creating negative charged ions. The ions are accel-

erated by a positive voltage up to the energy of 750 KeV.

The Linac is a linear accelerator. Negative hydrogen ions are injected into the Linac

and are accelerated up to the energy of 400 MeV.

The Booster is a synchrotron type accelerator. The hydrogen ions are stripped from

the electrons before they enter the Booster. The resulting protons are accelerated

to the energy of 8 GeV. The Booster loads twelve bunches of protons into the Main

24



D0 Interaction Region

(CDF detector)
B0 Interaction Region

Pbar Inject

(D0 dectector)
P  Inject

P  Extract

Accumulator
Debuncher
Anti-proton Source

Booster

Linac

Figure 3.1: Schematic view of Tevatron Collider

Ring.

The Main Ring is another proton synchrotron which accelerates p from 8 GeV to

150 GeV. When a su�cient amount of antiprotons is produced (as described below),

they are also injected into the Main Ring and are accelerated simultaneously with

the protons but in the opposite direction.

The Antiproton Storage Ring is the machine where �p are stored and \bunched"

before injection into the Main Ring. Protons accelerated to 120 GeV in the Main Ring

are extracted and focused onto a target. The collision in the target produces secondary

particles. Antiprotons are selected from the secondary particles and transported to

the Debuncher. After stochastic cooling they are transported to the Accumulator
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ring. When the required number of �p are produced they are reinjected into the Main

Ring and are accelerated to 150 GeV.

The TEVATRON is a superconducting synchrotron, which is located in the same

tunnel as the Main Ring. The bunches of p and �p at energy of 150 GeV are injected

from the Main Ring into the TEVATRON. In the TEVATRON, they are accelerated

simultaneously to 900 GeV and are directed to a head-on collision in a designated

area at the center of the detector. The instantaneous luminosity of the Tevatron is

given by

L =
NpN�pf

A

where Np and N�p are the numbers of p and �p per bunch, f is the frequency of bunch

crossings and A is the e�ective area of the crossing beams. The numbers of protons

and antiprotons in the bunches (the instantaneous luminosity) continuously decreases

with time, so that after some time a new injection of particles is needed. The period

of time between two injections is de�ned as a run. The average duration of a run

during the 1995-1996 data collection was about 20 hours.

The rate of all events is proportional to the instantaneous luminosity: Rate = L �
�, where � is the cross section of the corresponding process. Since the luminosity

changes during a run, the rate of events also changes. In practice, a number of events

accumulated during some time is measured rather than the rate of production of

these events. This corresponds to an integration over time: Nevents =
R
Rate(t) � dt =

��R Ldt, where R Ldt is the integrated luminosity (usually integrated over the duration
of a run).

The instantaneous luminosity (at its maximum) is a characteristic of the collider.

The integrated luminosity, on the other hand, is a measure of the total number of

\interactions" stored on magnetic tape. Section 3.2.3 describes how the integrated
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luminosity is measured in this experiment.

3.2 Collider Detector at Fermilab (CDF)

CDF is a multipurpose detector built at the Tevatron. Components of the

detector include the tracking, calorimetry and the muon subsystems. Detailed de-

scription of CDF is given in [20]. This section contains a brief description of the

detector with emphasis on the components necessary for the inclusive jet analysis.

The coordinate system of the detector reects the axial symmetry with respect to

the beam-pipe (azimuthal angle �), and forward/backward symmetry (pseudorapid-

ity � = � ln(tan(�=2)); where � is the polar angle), with z, the direction of proton

beam, being the third coordinate. Since there always is a spread of z-positions of the

interaction point around the center of the detector, two values of � are distinguished:

detector �, measured from the geometrical center of the detector, z=0, and denoted

as �D, and event �, measured from the interaction point in an event, written simply

as �. The detector coordinates are used in this section to point out the location of

the di�erent detector units with respect to the center of the detector. There is also

a global coordinate system: z-axis along the proton direction, x-axis pointing to the

outside of the accelerator ring in the horizontal plane, and y-axis pointing up.

The detector features 2� coverage in azimuth and -4.2 to 4.2 in pseudorapidity, which

makes it close to 4� coverage, leaving open the forward (high-�) region for incoming

bunches of protons and antiprotons. There are three main divisions of the detector

in �D-space:

� Central j�Dj <1.1

� Plug 1.1< j�Dj <2.4
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� Forward 2.4< j�Dj <4.2

The tracking component is located in the Central region of the detector, while the

muon system is located in the Central and Forward parts. Figures 3.2 and 3.3 present

a quarter view and an isometric cut-away view of the detector, respectively. In the
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Figure 3.2: Quarter view of the CDF detector

inclusive jet analysis, only jets in the �-range 0.1-0.7 (central detectors) are used.

3.2.1 Tracking Detectors

In the range j�j <1.1, particles from the interaction point pass through the

following detector components:

� charged particle tracking system

� sampling calorimeter
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Figure 3.3: Isometric cut-away view of the CDF detector

� muon detector

The tracking system is used to provide position, momentum and charge information

of charged particles along their helical trajectories in the solenoidal magnetic �eld.

The tracking information is used in this analysis for studies of the charged component

of jets (study of jet fragmentation dependence on center-of-mass energy) and for a

precise measurement of the primary interaction point.

The components of the tracking system are a solenoidal magnet, a silicon microstrip

vertex detector (SVX), a vertex chamber (VTX), the central tracking chamber (CTC),

and the central drift tubes (CDT).

The CDF solenoidal magnet provides an axial magnetic �eld of 14.1 kG within a

cylindrical volume of 5 m in length and 3 m in diameter. A NbTi/Cu superconductor

was used in the construction of the magnetic coil. The magnetic �eld ux is returned

29



through a steel yoke, which supports the calorimeters.

The silicon vertex detector (SVX')[21] provides precise tracking in the r � � plane,

separating secondary from primary vertices, and is used to obtain a measurement of

the impact parameter of the traversing particles.

The SVX' consists of two 12-sided barrels with an active length of 51 cm. Barrels

are located coaxially with the beam pipe on each side of the geometric center of the

detector. Each barrel is made of 4 layers of silicon microstrip sensors. The microstrips

are oriented parallel to the barrel axis. Each ladder covers 30o in azimuth. Twelve

ladders are combined in a layer to cover 360o in azimuth.

The silicon is n-doped, there is a p-doped region under each strip, providing an array

of pn diodes. A charged particle passing through the strip excites the electrons. The

resulting charges and holes are \collected" from the diode region by the electric �elds.

The high strip density results in an SVX transverse impact parameter resolution of

40�m.

The vertex chamber (VTX) provides tracking information in the r � z plane. The

two halves of the VTX are coaxial with the beam pipe and surround the SVX barrels.

Each half consists of 22 octagonal modules, which cover 360o in azimuth and zero to

3.25 in �. The 18 modules immediately surround the SVX. They contain 16 sense

wires strung in the r�� plane perpendicular to a radial line extended from the origin.

The remaining 10 modules are located at larger z. They contain 24 sense wires. The

drift gap is 4 cm and the active medium is argon-ethane. The units are rotated in �,

so that the VTX segments may better match the CTC r � � track segments.

The central tracking chamber[23] (CTC) provides precise position and momentum

measurements of high transverse momentum tracks for j�j <1.1. In this analysis the

information gathered with the CTC was used for the study of jet fragmentation for
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di�erent jet Et and center of mass energies.

The CTC is a cylindrical drift chamber (Figure 3.4), which surrounds the VTX. It

Figure 3.4: End view of the CTC.

has inner and outer diameters of 55.4 cm and 276.0 cm and a length of 3.2 m. The

CTC consists of 84 layers of sense wires arranged into 9 superlayers. In �ve of the

superlayers, the wires are parallel to the beam line. These axial superlayers contain

12 sense wire layers each. They are interleaved with four superlayers of stereo wires

in which the angle between the sense wires and the beam line alternates between �3o.
Both axial and stereo superlayers are divided into cells so that the maximum drift
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distance is less than 40 mm. The longitudinal resolution of a stereo wire is approxi-

mately equal to the position resolution of the calorimetry (� 4mm).

Each sense wire is connected to a multiple hit time-to-digital converter (TDC), mount-

ed in a FASTBUS crate.

The central drift tube[24] (CDT) consists of three layers of 672 drift tubes aligned

parallel to the beam pipe, surrounding the CTC. Each drift tube is 3m long and 1.27

cm in diameter. A 50 �m diameter stainless steel wire was used as anode for each

drift tube. The CDT provides r�z�� information. Charge division along the anode

wire provides the r�z part of the tracking information while the measurement of the

drift time in three layers provides the r � � part of the information.

3.2.2 Central Calorimetry

The most important part of the CDF detector for this analysis is the central

calorimeter. It consists of two major parts- Central Electromagnetic Calorimeter[25]

(CEM) and hadron calorimeters[27]. The hadron calorimeters are the Central Hadron

Calorimeter (CHA) and the Endwall Hadron Calorimeter (WHA).

The CEM is located immediately outside the solenoidal magnet. It covers 360o in �

and -1.1 to 1.1 in �, and has a depth of 5.9 radiation lengths (including the magnetic

coil).

A hybrid design was used for the CEM. Thirty-one layers of 5 mm thick SCSN-38

polystyrene scintillator as active medium read out with wavelength shifter provided

the energy measurement with a resolution �=E [GeV] of 13.5%/
p
E. The scintillator

layers were interleaved with layers of lead.

At approximately the depth of the maximum of an electromagnetic shower, layers of
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strip chambers were located. These provided position determination and measure-

ment of the transverse shower development.

The CEM calorimeter was constructed from 48 modules (24 on each side). The in-

dividual modules were wrapped in two layers of vellum drawing paper. A general

layout of each module is presented in Figure 3.5. Each module was divided into ten
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Figure 3.5: Layout of CEM unit.

towers with projective geometry. Every tower covered approximately 0.1 units in �

and 15o in �. The light from each tower was collected with a wavelength shifter and

transmitted to the phototube (Hamamatsu R850) by lightguides. Two phototubes
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were used per tower; one for each side of the tower.

Three separate calibration systems[26] were used in the CEM detector.

� 3 mCi 137Cs source. A motor driver moved the source into the calorimeter

module. The signal from the scintillator provided information on radiation

damage and the aging of the scintillator.

� A Xenon ash was used for testing the wavelength shifters. The trigger signal

passed through a pulse shaping circuit and caused a Xenon bulb to ash. A

specially designed optical �ber passed the light into a scintillator rod. The

scintillator rod absorbed the light and re-emitted it into the wavelength shifters.

� A Green LED ash was used for calibration of the phototubes. A special con-

struction injects a green LED signal almost directly into the phototube.

The calibration with 137Cs source was performed during the accelerator shut down

periods, while the Xenon and LED ash calibrations were carried out about every 20

hours (before the beginning of new TEVATRON run).

The �nal energy scale for the CEM calorimeter was obtained from electron data sets

using the CTC momentum measurement.

In the central region, two hadron calorimeters[27] are used, the Central Hadron

Calorimeter (CHA) and the Endwall Hadron Calorimeter (WHA). The CHA and

WHA calorimeters cover 360o in � and -1.32 to 1.32 in �. The CHA is positioned im-

mediately after the CEM but does not cover the entire � range of the later. The WHA

calorimeter covers the gap in hadron calorimeters between CHA and Plug. Both CHA

and WHA consist of 48 modules. Each module consists of steel-scintillator layers with

2.5 cm sampling for CHA and 5.0 cm sampling for WHA. Each module is divided

into projective towers, covering approximately 0.1 unit in � and 15o in �. There are
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24 towers in each �-ring, corresponding to each 15o slice in �. From these 24 towers,

12 are entirely within the CHA, 6 are within the WHA, and 6 are shared. The towers

of the hadronic calorimeters match those of CEM. The size of the towers in � � �

space is �ne enough so that the energy of the jets is spread over su�cient number of

adjacent towers. The parameters of the CHA and WHA calorimeters are summarized

in Table 3.1.

CHA WHA

Towers:

number 384 (8/module) 288 (6/module)

total depth 4.7�abs 4.5�abs

Layers:

number 32 15

steel thickness 2.5 cm 5.0 cm

scintillator thickness 1.0 cm 1.0 cm

number of phototubes 768 576

Table 3.1: Characteristics of the CHA and WHA calorimeters.

The CHA was designed to have an energy resolution of �(E)=E = 0:5=
p
E

[GeV]. A 2.5 cm sampling was chosen for this calorimeter. A 5.0 cm sampling was

chosen for the WHA, since for the same Et the total energy in the WHA is on average

a factor of
p
2 larger than that in the CHA.

The light from the plastic scintillator in the calorimeter towers is collected by wave-

length shifter strips, which are positioned along the long side of the scintillator sheets.

The light from each tower is collected by two photomultiplier tubes positioned on op-

posite sides in azimuth.

The angular and longitudinal responses of the modules were made uniform by adjust-

ing the optical properties of the wavelength shifters by placing �lters at the couplings

between the shifters and the light guides.

Calibration systems were designed for monitoring phototube gains, possible deterio-

35



ration of scintillators, wavelength shifters and light guides. For the primary system a

pulsed laser was used, whose light was di�used and distributed by the optical �ber-

s to the wavelength shifters in front of all photocathods. A backup system used a

point-like � source that could be inserted between the light guides and the photo-

tubes. Aging e�ects could be monitored by inserting the 137Cs source into holes in

the scintillator and reading the signal with a read-out system. Studies of uniformity

were also performed.

3.2.3 Beam Beam Counters

The measurement of the integrated luminosity is based on the rate of the

minimum bias trigger generated by the Beam-Beam Counters (BBC)[20]. The BBC

counters are two planes of scintillator counters which reside on each side (East and

West) of the detector at about 5.8 m from its geometric center. Each plane consists

of sixteen \criss-crossed" 1 inch thick scintillator plates and covers the �D-range of

3.2-5.9.

Signals detected in coincidence from both parts (East and West) of the BBC within

a 15 nsec gate centered at 20 nsec after the beam crossing constitute the minimum

bias trigger.

The minimum bias trigger does not include events due to collisions between beam

particles and the residual gas in the beam pipe, beam halo and events due to cosmic

rays.

The integrated luminosity for a run is calculated using the formula

Z
Ldt = NBBC=�

BBC
p�p
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where NBBC is the number of minimum bias triggers during the run and �BBCp�p is the

total cross section of p�p interaction, corrected for the BBC acceptance. The measured

value of �BBCp�p is

� 39:9� 1:2mb at
p
s=630 GeV

� 51:15� 1:60mb at
p
s=1800 GeV

The acceptance of the BBC counters is 0:637� 0:022[28], the same at both values of

p
s.

3.2.4 The Trigger System and Data Acquisition

The total p�p cross section at both
p
s=630 and 1800 GeV is orders of mag-

nitude larger than the cross section of inclusive jet production. A su�cient number

of these rare events was collected by increasing the collider intensity and the crossing

rates of the beams. Special trigger combinations and a prescale technique were used

to select events of interest and suppress the number of high rate events written to

tape.

The CDF trigger was designed as a three level system[29]. Hadron and electromag-

netic calorimeter towers were summed into trigger towers with sizes of 0:2(�)�15o(�),
corresponding to an array of 42�24 in ��� space. The signals from the towers were

weighted by sin �, so that the trigger threshold was set in units of transverse energy

Et.

The Level 1 calorimeter trigger required the Et of single trigger towers to be higher

than a preset threshold. Level 1 received signals with a rate of about 300 kHz, which

required the ability to make a decision within 3.5 �s.

The Level 2 trigger started after the Level 1 accepted the event. Level 2 used the
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same 42 � 24 array of trigger towers and searched for Et clusters. Towers below a

programmable threshold were ignored. A hardware cluster �nder identi�ed clusters

within a time of 200 ns. The energies of all towers in the identi�ed cluster were

summed to obtain the total Et of the cluster and the Et weighted �rst and second �

and � moments.

In a similar way, the Level 2 trigger identi�ed possible candidates for muon, electron

and photon signals.

The Level 3 trigger was the last stage of the on-line trigger system. After Level 2,

events were packaged and sent to a farm of 48 Silicon Graphics CPUs, where a FOR-

TRAN reconstruction code including various �ltering algorithms was executed.

Since the rates of di�erent processes in p�p collision di�er by orders of magnitude and

the total rate of all processes exceeds the ability of the recording system, a prescale is

set for a number of processes. This means that only every N th event of a given pro-

cess (trigger) is written to tape. The number N is the prescale factor. This approach

allows one to reject a large fraction of frequent events and to record more rare events.

On the other hand, a su�cient number of frequent events was still written to tape

and was available for reconstruction and statistical analysis of their properties. The

prescale factor was recorded for use in the evaluation of the cross section of prescaled

events.

The data acquisition (DAQ) at CDF was performed by a multilevel FASTBUS net-

work. At the lowest level of this network data were read from the FASTBUS[31] and

RABBIT[32] front end electronic systems, which digitized the analog signals on the

output level of the detector components.

FASTBUS is a exible system with support of both high and low speed devices. Its

exibility and modularity were crucial for the DAQ requirements of CDF. The FAST-
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BUS protocol allowed the system to be partitioned so that the data from di�erent

detector components could be processed in parallel. FASTBUS was used for the read

out from the tracking chambers and trigger system.

The RABBIT system was designed at Fermilab by the Particle Instrumentation

Group. It was used at CDF to read out the signals from the calorimetry and muon

systems.
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Chapter 4

Data Sets.

Inclusive jet data sets collected at the collider energies
p
s=630 and 1800 GeV

were used in this analysis. In the following sections, the hardware triggers and event

selection criteria are described.

4.1 Inclusive Jet Triggers at
p
s=630 GeV

Two triggers were used in the inclusive jet data collection at
p
s=630 GeV:

Jet 15 and Jet 5.

The main trigger, Jet 15, was responsible for the jets with Et above 30 GeV. This

trigger had the following requirements:

� Jet Et � 15 GeV

� Et of the electromagnetic component (EM) of the jet � 0.5 GeV

Data selected with Jet 5 trigger were used in this analysis for the measurement of

the cross section in Et bins of 20-25 GeV and 25-30 GeV. Because the inclusive jet
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spectrum rises exponentially towards low transverse energies, the Jet 5 trigger was

dynamically1 prescaled. The requirements for Jet 5 trigger were:

� Level 2 L2 4 BBC trigger ( where the dynamic prescale was set)

� Jet Et � 5 GeV

The L2 4 BBC trigger was based on the requirement of a single tower in the Central

calorimeter with Et above 4 GeV and a coincidence in the West and East BBC

counters.

A study was performed to evaluate the trigger e�ciency as a function of jet Et. The

e�ciencies of the Jet 5 and Jet 15 triggers were estimated from the Minimum Bias

and Jet 5 samples respectively as a ratio

� =Mtrig=Mtot;

where Mtrig is the number of events in the parent sample which passed the trigger

requirement for the Et of the leading cluster:

� EL2
t > 5 GeV for Jet 5 trigger

� EL2
t > 15 GeV for Jet 15 trigger,

Mtot is the total number of events in the parent sample.

The uncertainty on the e�ciency was calculated as2

�� =

s
�(1� �)

Mtot � 1
:

1The value of the prescale parameter varied in the range 100 to 600 depending on the instan-

taneous luminosity of the TEVATRON. The average prescale factor over the entire Data set was

151.3.
2For the trigger e�ciency of 100%, the uncertainties are 68% C.L. intervals obtained from bino-

mial statistics.
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Jet 5 trigger (Min. Bias sample)

Jet Et Mtrig Mtot �(%)

6.28 4130 41216 10.02 � 0.15

11.60 742 1831 40.52 � 1.15

16.83 159 208 76.44 � 2.95

22.13 40 42 95.24 � 3.33

27.13 6 6 100 +0:00
�26:37

31.60 4 4 100 +0:00
�36:72

37.38 2 2 100 +0:00
�59:96

Jet 15 trigger (Jet 5 sample)

Jet Et Mtrig Mtot �(%)

6.92 2158 110767 1.95 � 0.04

11.97 819 25963 3.15 � 0.11

17.00 1085 7275 14.91 � 0.42

22.05 1350 2165 62.36 � 1.04

27.04 653 766 85.25 � 1.28

32.04 257 268 95.90 � 1.21

36.96 110 115 95.65 � 1.91

41.65 47 47 100 +0:00
�3:83

46.81 25 25 100 +0:00
�7:08

53.09 8 8 100 +0:00
�20:51

57.85 7 7 100 +0:00
�23:05

Table 4.1: Jet 5 and Jet 15 trigger e�ciencies. The uncertainties on points with 100% e�ciency

are 68% C.L. intervals obtained from binomial statistics.
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The values of Jet 5 and Jet 15 trigger e�ciencies are given in Table 4.1 and plotted

in Figure 4.1. The triggers with the corresponding prescale factors and jet Et bins

they contributed to are listed in Table 4.2.

4.2 Inclusive Jet Triggers at
p
s=1800 GeV

The inclusive jet data at
p
s=1800 GeV cover the jet Et range 40-440 GeV.

This Et range approximately corresponds to the same xt range which is covered by

the inclusive jet data at
p
s=630 GeV.

Data at
p
s=1800 GeV were collected with four triggers: Jet 100, Jet 70, Jet 50 and

Jet 20. These triggers were based on the following requirements:

� Jet 100 was the main trigger at 1800 GeV. This trigger required at least one jet

with Et >100 GeV. The trigger was not prescaled.

� Jet 70 trigger required at least one jet with Et >70 GeV. This trigger was

prescaled by 8 at Level 2.

� Jet 50 trigger required at least one jet with Et >50 GeV. This trigger was based

on Level 1 L1 4 PRESCALE 40 trigger, which required single tower with energy

in CEM and CHA calorimeters above 4 GeV. The L1 4 PRESCALE 40 trigger

was prescaled by 40, so the prescale parameter for Jet 50 was also 40.

� Jet 20 trigger required at least one jet with Et >20 GeV. This trigger was

prescaled twice- the Level 2 prescale factor was 25. The Level 1 L1 4 PRESCALE 40

trigger was also required. This made the combined prescale factor of Jet 20 trig-

ger equal to 25� 40 = 1000.
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Table 4.2 lists the triggers, prescale factors and the corresponding jet Et bins in the

data set.

4.3 Event Selection

The data samples contained events that passed the trigger requirements.

However the triggers could also be activated by events that do not contain information

valuable for this study and should not be used in the analysis. These events were

rejected by the following additional cuts:

� The COSFLT �lter rejects non-p�p collision events, the ones originated by cosmic

ray muons or by interactions of beam particles with the beam pipe. This �lter

rejects events that are out of time with respect to the beam crossing time marker

and have out of time energy above 8 GeV.

� The following two cuts reject non-p�p collision events that are not rejected by

COSFLT.

{ Etot <
p
s

{ 6Et=
pP

Et <6

� jZvtxj < 60 cm. The events with a large o�set of the vertex from the center of the

detector were rejected. However they could activate the Minimum Bias trigger

and the BBC counters, which means that these events could be included in the

integrated luminosity (see 3.2.3, 4.4) and a�ect the measured cross section.

In order to make a correction for this cut, the fraction of events with large vertex

o�set was estimated by �tting the Zvtx distribution in Minimum Bias sample
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by the beam pro�le distribution. The corresponding corrections for both data

sets are given in Table 4.2.

� 0.1< j�Dj <0.7 - only central jets are used in the analysis, the jets outside this

�D range were not counted. This �D range was chosen so that jets were con�ned

to central calorimeters and away from the crack at �=90o, where the jet energy

resolution is good.

4.4 Integrated Luminosity

The integrated luminosity (de�ned in 3.1) was measured for all runs. The

total integrated luminosity was calculated as a sum over the runs, contributing to the

inclusive jet data sets.

The values of the integrated luminosities, prescale factors and Zvtx cut corrections

are shown in Table 4.2.

Di�erent triggers contributed to di�erent Et ranges. This means that the prescale

factors corresponding to these Et ranges may vary. Since the raw cross sections were

evaluated for every Et bin individually (see 4.5), the corrections for the Zvtx cut can

also be applied to the integrated luminosity:
R Ldt! R Ldt � (�Zvtx=fPS).

4.5 Raw Cross Section

At both center of mass energies, the double di�erential inclusive jet cross

section, averaged over the �-range 0.1< j�j <0.7, was calculated according to the

formula:

1

��

Z
d�

d�

dEtd�
=

1

��
� 1R Ldt � Njet=�

�Et
;
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p
s

R Ldt �Zvtx Trigger fPS Et-range

630 570nb�1 0.84

Jet 5 151.3 20-30

Jet 15 1.0 30-140

1800 88.77pb�1 0.92

Jet 20 1000 40- 75

Jet 50 40 75-100

Jet 70 8 100-130

Jet 100 1 130-440

Table 4.2: For two data sets, the integrated luminosities are presented. Zvtx cut corrections are

based on the information on the beam pro�le. The triggers are listed with the corresponding prescale

factors and jet Et bins they contributed to. The prescale factors and the Zvtx cut corrections should

be applied as overall corrections to the integrated luminosities for both data sets.

where Njet=� is the number of jets in the bin of width �Et corrected for the trigger

e�ciency �,
R Ldt is the e�ective integrated luminosity after including prescale and

Zvtx cut corrections, and ��=1.2 is the � range used in the analysis. The statistical

uncertainty on the cross section was calculated as:

�

�
d2�

dEtd�

�
=

�
�
Njet=�

�R Ldt�Et��
=

d2�

dEtd�
�
q�

�Njet=Njet

�2
+ (��=�)2:

The uncertainty on the luminosity was common to all data points and was treated

separately.

The raw inclusive jet cross sections measured at
p
s=630 and 1800 GeV are given in

Tables 4.3 and 4.4 and are plotted in Figure 4.2. They should be corrected for the

e�ects of energy degradation in the calorimeter and �nite resolution of the detector

before comparison with the QCD predictions.
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Et bin < Et > #-of-jets d2�=dEtd� �(d2�=dEtd�)

GeV GeV nb/GeV nb/GeV

Jet 5

1 20-25 22.0 2165 0.118E+03 0.486E+01

2 25-30 27.0 766 0.399E+02 0.144E+01

Jet 15

3 30-35 32.2 36363 0.131E+02 0.179E+00

4 35-40 37.1 17010 0.613E+01 0.131E+00

5 40-45 42.2 7600 0.262E+01 0.300E-01

6 45-50 47.2 3692 0.127E+01 0.209E-01

7 50-55 52.2 1883 0.649E+00 0.149E-01

8 55-60 57.3 1041 0.359E+00 0.111E-01

9 60-65 62.3 560 0.193E+00 0.815E-02

10 65-70 67.3 306 0.105E+00 0.603E-02

11 70-75 72.4 156 0.537E-01 0.430E-02

12 75-80 77.3 97 0.334E-01 0.339E-02

13 80-85 82.2 68 0.234E-01 0.284E-02

14 85-90 87.3 44 0.152E-01 0.228E-02

15 90-100 94.3 30 0.517E-02 0.943E-03

16 100-115 106.1 22 0.253E-02 0.539E-03

17 115-145 122.9 7 0.402E-03 0.151E-03

Table 4.3: Raw cross section at
p
s=630 GeV, combined from Jet 5 and Jet 15 trigger samples.
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Et-bin < Et > #-of-jets d2�=dEtd� �(d2�=dEtd�)

GeV GeV nb/GeV nb/GeV

Jet 20

1 40-45 42.26 22621 0.469E+02 0.132E+01

2 45-50 47.26 12277 0.246E+02 0.608E+00

3 50-55 52.27 7083 0.140E+02 0.324E+00

4 55-60 57.30 4046 0.794E+01 0.189E+00

5 60-65 62.34 2431 0.476E+01 0.127E+00

6 65-70 67.33 1655 0.323E+01 0.969E-01

7 70-75 72.39 1062 0.207E+01 0.729E-01

Jet 50

8 75-80 77.34 16819 0.142E+01 0.189E-01

9 80-85 82.36 11609 0.948E+00 0.128E-01

10 85-90 87.36 8330 0.677E+00 0.916E-02

11 90-90 92.39 5897 0.478E+00 0.764E-02

12 95-100 97.34 4368 0.353E+00 0.624E-02

Jet 70

13 100-105 102.38 15097 0.256E+00 0.290E-02

14 105-110 107.38 11151 0.186E+00 0.228E-02

15 110-115 112.36 8501 0.141E+00 0.186E-02

16 115-120 117.40 6541 0.108E+00 0.157E-02

17 120-125 122.35 4980 0.823E-01 0.132E-02

18 125-130 127.40 3748 0.618E-01 0.111E-02

Jet 100

19 130-140 134.57 43006 0.435E-01 0.302E-03

20 140-150 144.58 25970 0.263E-01 0.163E-03

21 150-160 154.61 16486 0.167E-01 0.130E-03

22 160-170 164.63 10650 0.108E-01 0.104E-03

23 170-180 174.65 7055 0.714E-02 0.850E-04

24 180-190 184.64 4804 0.486E-02 0.701E-04

25 190-200 194.69 3178 0.321E-02 0.570E-04

26 200-220 208.78 3527 0.178E-02 0.300E-04

27 220-240 228.79 1746 0.883E-03 0.211E-04

28 240-260 248.92 957 0.484E-03 0.156E-04

29 260-280 268.92 416 0.210E-03 0.103E-04

30 280-300 288.98 202 0.102E-03 0.719E-05

31 300-320 309.32 116 0.587E-04 0.545E-05

32 320-360 336.10 100 0.253E-04 0.253E-05

33 360-440 385.46 31 0.392E-05 0.704E-06

Table 4.4: Raw cross section at
p
s= 1800 GeV
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Figure 4.1: E�ciencies of the Jet 5 and Jet 15 inclusive jet triggers. For the trigger e�ciency of

100%, the uncertainties are 68% C.L. intervals obtained from binomial statistics.
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Chapter 5

Correction for Detector E�ects. The

Corrected Cross Section.

The spectrum of the jets measured by the detector di�ers from the spectrum

of the true jets which emerge from the hadron-hadron interaction due to the energy

degradation of the particles in the detector. This results in the di�erent transverse

energy measured within the cone surrounding the jet axis. The theoretical predic-

tions, on the other hand, do not take into account the detector e�ects. Correction for

the detector e�ects is needed so that experimentally observed spectra (cross-section)

can be compared with the theoretical predictions and measurements by other exper-

iments.

The jet spectrum correction procedure employed by CDF, called unsmearing[33], is

a �tting procedure, which uses the parameterized detector response function. The

response function (RF) of the detector is the probability that a true jet with trans-

verse energy Etrue
t will be measured as a jet with transverse energy Emeas

t in CDF

detector.
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The convolution of the true jet spectrum with the response function yields the spec-

trum of measured jets:

�(Emeas
t ) =

Z
�tr(E

true
t )RF(Etrue

t ; Emeas
t )dEtrue

t :

To extract the true spectrum from the measured one, the ture spectrum was param-

eterized and the parameters were tuned to obtain reasonable agreement between the

measured spectrum and the convolution described by the above equation.

5.1 Detector Response Functions

The response of the detector to certain particles of a given energy can be

obtained directly from test beam measurements by exposing the detector to monoen-

ergetic beams of particles; however, this can not be done for jets.

A two-stage Monte Carlo simulation was used to extract the detector response to jets:

� The fragmentation simulation. A phenomenological fragmentation model was

tuned to reproduce the charged particle spectra in experimentally observed jets.

� The detector simulation. The detector response to every particle in a jet was

evaluated. The resulting tower energies were passed through the jet reconstruc-

tion algorithm so that the simulated jets were reconstructed in the same way

as in the measured events.

Since the tuning of the fragmentation itself relied on the detector simulation, the fol-

lowing paragraphs describe the detector simulation �rst and then the fragmentation

and the derived RF .
The QFL package[34] was used for detector simulation. It is based on parameteriza-

tion of the detector response to single particle rather than direct simulation of the
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energy losses by a particle traversing the active media of the detector. The response

to single particle was tuned with test beam and single tracks in p�p collision data at

CDF.

Outputs of event generators were passed through the QFL package. The responses of

relevant detector components were then calculated and the results were stored in the

same format as the real measured data. The JETCLU jet clustering algorithm was

used for the reconstruction of the jets. If the properties of simulated jets are close to

those of real jets, this approach provides the best correspondence between true and

measured jets.

The distribution of the parent parton's energy among the daughter hadrons is gov-

erned by the fragmentation process. The exact nature of the fragmentation is not

completely understood, however a phenomenological model was used to convert a

parton of given energy into hadrons. The SETPRT module[35], developed at CDF,

fragmented the parton outgoing from the interaction. The tracking system of CDF

was used to study the spectra of charged particles associated with the observed jets

and jets simulated with SETPRT. The parameters of the fragmentation model were

tuned to reproduce the following variables, observed in data:

� The number of tracks pointing inside the jet cone (measure of the charged

particle multiplicity).

� P?, the component of the track momentum perpendicular to the jet axis.

� Pt (relative to the beam axis) of the tracks pointing inside the jet cone.

� The number of tracks pointing inside a cone (with (� � �) size of 0.7) per-

pendicular in � to the jet axis. This is a measure of the Underlying Event

multiplicity.
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� P 90
? , the momentum of tracks in a cone perpendicular to the jet axis: �90

? =

�jet + 90o.

� Pt (relative to the beam axis) of the tracks pointing inside the cone perpendic-

ular to the jet.

� The Pt ow: �� between a track and the jet axis weighted by the Pt of the

track, for tracks pointing inside the jet cone.

� The Pt loss ow: �� between the track and the jet axis weighted by the Pt lost

by the track due to the non-linearity of the central hadron calorimeter.

� Energy Loss: the amount of the jet energy lost due to the non-linearity of the

central hadron calorimeter.

Using these parameters, the fragmentation in SETPRT was tuned to agree with

the observations in the 1988-1989 CDF jet data, over the whole jet Et range. The

SETPRT+QFL model provided the correspondence between the measured jet Emeas
t

and the true (before QFL) jet Etrue
t . The distributions of Emeas

t for a �xed value of

Etrue
t , DEtrue

t
(Emeas

t ), were normalized in order to obtain the RF :

RF(Etrue
t ; Emeas

t ) =
DEtrue

t
(Emeas

t )R DEtrue
t

(Emeas
t )dEmeas

t

The RF at each value of Etrue
t was �tted with a four-parameter function describing

the mean, width and the exponential tails. Figure 5.1 presents the RF(Etrue
t ,Emeas

t )

for three values of Etrue
t .

The RF depends on two factors: the energy spectrum of hadrons within the jet

(fragmentation) and the response of the detector to a single hadron. TheRF obtained

using SETPRT+QFL corresponds to jets produced at
p
s=1800 GeV. The same RF
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was used to unsmear the inclusive jet cross section measured at
p
s=630 GeV. The

study of the fragmentation dependence on the center of mass energy is described in

Chapter 6. It is shown that the detector response to same Et jets does not depend

on
p
s and that the same RF can be used for both data sets.

5.2 Unsmearing

The unsmearing procedure consisted of three stages:

� The choice of an initial parameterization to represent the unknown true cross

section as a function of true jet Etrue
t .

� The convolution of the parameterized true cross section with the detector RF .
The resulting smeared cross section was compared with the measured cross

section.

� The optimization of the parameters of the true cross section until a reasonable

agreement between the smeared and measured cross sections was achieved.

The true cross section was parameterized as follows:

d2�

dEtrue
t d�

= p0(1� 2Etrue
t =

p
s)p6 � 10

P
i=1;5 pi(lgE

true
t )i � F(Etrue

t );

where Etrue
t was the true jet Et and p0; :::; p6 were the parameters to be optimized.

For every measured Et bin, the smeared cross section was calculated as:

h d2�smr

dEmeas
t d�

ibin =
1

Ehigh
t �Elow

t

�
Z Ehigh

t

Elow
t

dEmeas
t

Z Emax
t

5GeV

dEtrue
t RF(Etrue

t ; Emeas
t )F(Etrue

t );

where Elow
t and Ehigh

t are the lower and upper limits of the Emeas
t bin; the inner

integral is the smeared cross section as a function of Emeas
t : d2�smr=dEmeas

t d�; and
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the outer integral evaluates the average of the smeared cross section over the width

of the Et bin. In the inner integral, the upper limit of integration, Emax
t is set to

200 GeV for
p
s=630 GeV data, and 600 GeV for

p
s=1800 GeV data. The smeared

cross section was compared with the experimentally measured raw cross section. This

procedure was repeated to minimize

�2 =
X
i

�
(�smeared � �measured)=��measured

�2
;

where � � d2�=dEtd�.

The minimization of the �2 function was performed by the MINUIT package[37]. The

functional form with optimized parameters represented the corrected cross section;

it is referred to as the physics curve, F(Etrue
t ) = d2�true=dEtrue

t d�. The fractional

residual of the unsmearing,

(�measured � �smeared)=�smeared

is presented in Figure 5.2 and in Table 5.1. The error on the fractional residual was

calculated as

�
�
(�measured � �smeared)=�smeared

�
= ��measured=�smeared;

where � is again the double di�erential cross section. The large value of �2=ndf (3.15)

can be traced to the 2nd, 3rd and 4th points, which have very small statistical errors.

Increasing the errors by a factor of 2 resulted in better value of �2=ndf ( to 1.8) but

did not change the parameters of the best �t signi�cantly. The found minimum of

the �2 functional is stable.

The same distribution for data measured at
p
s=1800 GeV is presented in Figure 5.3;

the corresponding value of �2=ndf is 1:69. The physics curve obtained for each center
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of mass energy was used to correct the measured cross section. For every measured

Et bin the following variables were calculated:

Et(M) =

R h
l
dEmeas

t

R Emax
t

5GeV
dEtrue

t Emeas
t RF(Etrue

t ; Emeas
t )F(Etrue

t )R h
l
dEmeas

t

R Emax
t

5GeV
dEtrue

t RF(Etrue
t ; Emeas

t )F(Etrue
t )

and

Et(T ) =

R h
l
dEmeas

t

R Emax
t

5GeV
dEtrue

t Etrue
t RF(Etrue

t ; Emeas
t )F(Etrue

t )R h
l
dEmeas

t

R Emax
t

5GeV
dEtrue

t RF(Etrue
t ; Emeas

t )F(Etrue
t )

;

where indices l and h mean the lower and upper Et limits of the measured Et bin;

Emax
t is set to 200 GeV for

p
s=630 GeV data, and to 600 GeV for

p
s=1800 GeV.

Et(T ) is the average value of E
true
t contributing to the given measured bin; Et(M) is

the predicted average measured Emeas
t in the bin. The corrected jet Et is de�ned as:

Ecorrected
t =

Et(T )

Et(M)
�Emeasured

t :

For every bin, the ratio of the physics curve to the smeared cross section (smeared

physics curve) was the estimate of the cross section correction. The cross section

corrected for detector e�ects is given by

d2�corr

dEtd�
= F(Ecorrected

t ) � < d2�measured=dEtd� >bin

< d2�smeared=dEtd� >bin
:

This corrected cross section can be directly compared with theoretical predictions at

Ecorrected
t .

5.3 The Corrected Cross Section

The corrected cross section at
p
s=630 GeV is presented in Table 5.2 and

Figures 5.4 and 5.5 with the inclusive jet cross section measured at
p
s=1800 GeV;
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Et-bin �smeared �measured ��measured (�measured��smeared)
�smeared (%)

1 20-25 0.1225E+03 0.1185E+03 0.4858E+01 -3.27� 3.97

2 25-30 0.3595E+02 0.3992E+02 0.1442E+01 11.05� 4.01

3 30-35 0.1343E+02 0.1306E+02 0.1790E+00 -2.75� 1.33

4 35-40 0.5704E+01 0.6126E+01 0.1310E+00 7.39� 2.30

5 40-45 0.2628E+01 0.2618E+01 0.3003E-01 -0.38� 1.14

6 45-50 0.1283E+01 0.1272E+01 0.2093E-01 -0.85� 1.63

7 50-55 0.6544E+00 0.6486E+00 0.1495E-01 -0.89� 2.28

8 55-60 0.3460E+00 0.3586E+00 0.1111E-01 3.65� 3.21

9 60-65 0.1884E+00 0.1929E+00 0.8152E-02 2.39� 4.33

10 65-70 0.1052E+00 0.1054E+00 0.6026E-02 0.17� 5.73

11 70-75 0.6012E-01 0.5374E-01 0.4302E-02 -10.61� 7.16

12 75-80 0.3505E-01 0.3341E-01 0.3393E-02 -4.67� 9.68

13 80-85 0.2082E-01 0.2342E-01 0.2841E-02 12.52� 13.64

14 85-90 0.1258E-01 0.1516E-01 0.2285E-02 20.46� 18.16

15 90-100 0.6281E-02 0.5167E-02 0.9434E-03 -17.73� 15.02

16 100-115 0.2107E-02 0.2526E-02 0.5386E-03 19.88� 25.56

17 115-145 0.4053E-03 0.4019E-03 0.1519E-03 -0.85� 37.47

Table 5.1: The smeared true cross section, measured raw cross section, the statistical error on

measured cross section, and the fractional residual of the unsmearing at
p
s=630 GeV.

the cross sections are plotted versus jet Et and xt. Comparison with EKS NLO

QCD predictions (CTEQ4M as pdf set) is shown in Figures 5.6 and 5.7. Figure 5.8

presents comparison of the corrected cross section with EKS NLO QCD calculations

at
p
s=630 GeV for di�erent sets of pdf. At

p
s=1800 GeV, data are consistent with

QCD predictions at low Et, while at
p
s=630 GeV, a discrepancy with QCD at low

Et is observed.
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< Ecorr
t > d2�corr=dEtd� �(d2�corr=dEtd�) �-corr. Et-corr.

21.5 0.194E+03 0.797E+01 1.6404 0.9822

28.5 0.521E+02 0.188E+01 1.3044 1.0545

34.7 0.159E+02 0.217E+00 1.2137 1.0808

40.5 0.728E+01 0.156E+00 1.1890 1.0909

46.2 0.310E+01 0.356E-01 1.1848 1.0948

51.7 0.151E+01 0.249E-01 1.1887 1.0961

57.2 0.776E+00 0.179E-01 1.1961 1.0958

62.6 0.432E+00 0.134E-01 1.2053 1.0948

68.0 0.234E+00 0.990E-02 1.2150 1.0934

73.4 0.129E+00 0.738E-02 1.2245 1.0917

78.5 0.663E-01 0.531E-02 1.2333 1.0899

84.1 0.415E-01 0.421E-02 1.2411 1.0881

89.4 0.292E-01 0.354E-02 1.2476 1.0864

94.7 0.190E-01 0.286E-02 1.2526 1.0848

102.0 0.666E-02 0.122E-02 1.2882 1.0829

114.4 0.334E-02 0.713E-03 1.3239 1.0804

134.7 0.572E-03 0.216E-03 1.4243 1.0792

Table 5.2: Corrected Cross Section at
p
s=630 GeV.
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Figure 5.1: The CDF response function.
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Figure 5.2: The residual of unsmearing at
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Figure 5.3: The residual of unsmearing at
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s=630 and 1800 GeV versus

jet Et. Data are compared to NLO QCD predictions.
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Figure 5.5: The corrected inclusive jet cross sections measured at
p
s=630 and 1800 GeV versus

jet xt.
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Comparison for di�erent sets of pdf 's is presented.
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Chapter 6

Fragmentation Study. Dependence of

Calorimeter Response on
p
s.

The results presented in Chapter 5 were obtained by unsmearing the raw

inclusive jet cross section using a detector response function, RF , which was tuned

to jets produced at
p
s=1800 GeV. The same RF can be used for both data sets if

the detector response to jets of same Etrue
t but produced at di�erent center of mass

energies are the same. The detector response to a jet with the transverse energy Etrue
t

depends on the momentum spectrum and spatial distribution of the particles within

the jet. The momentum spectrum of the particles is governed by the fragmentation

process. The fragmentation depends on the type of parton. Contribution of gluons

and quarks is di�erent at the two
p
s values and may lead to di�erent detector re-

sponses.

This Chapter describes the study of the fragmentation process and the detector re-

sponse to jets simulated using the HERWIG event generator and to jets observed

with the CDF detector at
p
s=630 and 1800 GeV.
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6.1 HERWIG

The HERWIG event generator was used for an independent test of the
p
s

dependence of the detector response function. The RF derived from HERWIG at

two
p
s values were compared with each other and with the standard RF .

HERWIG predictions are based on the leading order (LO) QCD matrix element cal-

culations. The parton-shower method is used to generate the initial and �nal state

radiation.

The HERWIG 5.6 version implemented in the CDF Analysis Control was used in this

study. Initialization parameters were set as follows:

PROC 1500 ( QCD 2to2 process)

BEAMS ENERGY 315.0 315.0 (momenta of colliding hadrons)

HARDS TRANSVERSE_MOMENTUM 20 315.0

HARDS RAPIDITIES -4.2 4.2 (set the rapidity range

MASSES TOP 174.0 (set the mass of the top quark)

STRUCTURE_FUNCTION MOPDF 430 (select CTEQ3M as pdf)

6.2 RF derived from HERWIG

A list of hadrons resulted from p�p interaction was created as an output

of every HERWIG generated event. The particles from the HERWIG output were

clustered in jets by the LUCELL clustering algorithm, which provided the true jets

generated by HERWIG. The LUCELL clustering is very similar to CDF cluster-

ing algorithm. In order to obtain the HERWIG \measured" jets, the particles from

HERWIG output were passed through the QFL package which simulated the detec-

tor response to the particles and stored the events in the same format as the real
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measured data. This enabled the further analysis of HERWIG events with the same

code which was used for the CDF data.

For a �xed value of true jet Etrue
t , the measured jet Emeas

t distribution was his-

togrammed. A set of such histograms corresponding to various values of true jet

Etrue
t provided the HERWIG response function.

6.3 HERWIG RF at di�erent
p
s

For every value of true jet Et the mean value of the measured Et distribution

is calculated. This is done for HERWIG RF 's obtained at both values of center of

mass energy. The ratio of the mean Emeas
t (< Emeas

t >630 = < Emeas
t >1800) is

presented in Figure 6.1. This plot shows that the average response to a jet is the same

for jets produced at both center of mass energies. For true jets with Et below 15 GeV,

at
p
s=630 GeV the mean measured jet Et is lower than at

p
s=1800 GeV. This may

yield an additional uncertainty on the value of corrected jet Et (for low Et jets) at

p
s=630 GeV. However, this uncertainty does not explain the observed discrepancy

between the measured cross section and NLO QCD predictions at
p
s=630 GeV.

Comparison of the \shapes" of RF 's corresponding to the same values of Etrue
t at

di�erent center of mass energies is given in Figure 6.3. The study of fragmentation

in HERWIG shows no signi�cant dependence on center of mass energy.

6.4 Comparison of HERWIG RF with SETPRT

The response function obtained from HERWIG at
p
s=1800 GeV was com-

pared with the standard SETPRT RF . Figure 6.2 presents the ratio of the mean

Emeas
t (HERWIG RF at

p
s=1800 GeV over standard RF) as a function of Etrue

t .
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The di�erence in response functions obtained from HERWIG and SETPRT at the

same center of mass energy indicates a di�erence in fragmentation models. This dif-

ference can be caused by di�erent charge multiplicity in the Pt spectrum in HERWIG

and in data (the fragmentation parameters in SETPRT were tuned to reproduce the

momentum spectra of the charged component of the jets measured at
p
s=1800 GeV).

Studies of fragmentation in HERWIG showed that there is no dependence of the de-

tector response on center of mass energy; however, a di�erence between response

functions obtained from HERWIG and from SETPRT was observed. The next sec-

tion describes the study of the calorimeter response to jets experimentally observed

at di�erent
p
s. It is shown that the detector response is the same at both values of

p
s; therefore the same RF should be used for the unsmearing of

p
s=630 GeV data

as for
p
s=1800 GeV.

6.5 Fragmentation Study in Data

As was mentioned in the previous sections, the di�erence in momentum

spectra of particles within jets (caused by possible dependence of fragmentation on

p
s) may result in di�erent detector responses to

p
s=630 and 1800 GeV jets. A

comparison of the energy lost by a jet in the detector at two center of mass energies

would exhibit a di�erence in detector response.

A study of the fragmentation dependence on
p
s in two data sets (at

p
s=546 and 1800

GeV) is presented in Figure 6.4. The energy loss[38] is de�ned as:

Loss(Ejet
t ) =

X
i

(Pi � CAL(Pi)) ;

where Pi is the momentum of the ith charged particle within the jet cone, CAL(Pi)

is the calorimeter response to a particle with momentum Pi obtained from the test
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beam measurements. The value of Loss=Ejet
t for two data sets is plotted versus jet

Et. The losses at two
p
s values are close to each other, a small di�erence at low

Et can be accommodated by subtracting the Underlying Event Et, corresponding to

each center of mass energy.

Based on these studies we conclude that same RF should be used to correct both

p
s=630 and 1800 GeV data. We use SETPRT RF as it is tuned to CDF data.
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Chapter 7

Systematic Uncertainties

The Response Function (RF) used in the unsmearing procedure accounts

for the distortions of the true spectrum by the detector due to energy degradation,

�nite resolution and Underlying Event (UE) Et.

Uncertainties or possible changes in the values of the detector e�ects, the Underlying

Event (UE) Et and the uncertainty on the fragmentation parameters in SETPRT

propagate to the uncertainty on the corrected cross section.

The following sources of the systematic uncertainties were considered:

� Calorimeter response to single e�=

� Calorimeter response to high Pt pions

� Calorimeter response to low Pt pions

� Energy resolution of the calorimeter

� Et scale of the calorimeter

� Fragmentation properties
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� Underlying Event Et

A set of additional RF 's was developed for each of these parameters. A pair of RF
corresponded to a change in one parameter upward and downward.

The raw cross section was unsmeared with each of these RF . The resulting corrected
cross section (and the Physics Curve) represented the change in cross section due to

a change in only one parameter.

The RF corresponding to the nominal values of the parameters are referred to as

nominal RF . Correspondingly, the corrected cross section and the Physics Curve

(F) obtained with the nominal RF is referred to as the nominal cross section and

nominal physics curve Fo.

The systematic uncertainty on the cross section due to the uncertainty on the under-

lying parameter was calculated as follows:

��(Et) =
(F�(Et)�Fo(Et))

Fo(Et)
� d2�

dEtd�
;

where � is the index of the source of uncertainty, d2�=dEtd� is the nominal cross

section, F(Et) is the nominal Physics Curve and F�(Et) is the Physics Curve cor-

responding to the source of uncertainty �. The positive and negative uncertainties

were grouped separately. The total systematic uncertainty on the cross section was

calculated as:

��(Et) =

sX
�

�
��� (Et)

�2
;

where \+" and \-" indicate the sign of the uncertainty.

The following sections describe the sources of the uncertainties and the evaluation

of the uncertainty on the ratio of the scaled cross sections at two center of mass

energies.
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The systematic uncertainties on the cross section at
p
s= 630 GeV are listed in

Tables 7.1 and 7.2, and plotted in Figures 7.1 and 7.2.

7.1 Detector Response to e�=

Neutral pions decay into pairs of photons, which generate electromagnetic

showers in the Electromagnetic calorimeter. The response of the calorimeter to elec-

trons or photons was used as an estimate of the energy deposited by the neutral pions

in the jets.

7.2 Detector response to pions

The detector response to high pt single pions (>15 GeV) was measured in

test beams. The response for low pt single pions was obtained from minimum bias

data. The uncertainties on the cross section were estimated separately for low and

high pt pions.

7.3 Energy resolution of the detector

The energy resolution of the detector was responsible for the smearing of the

jet spectrum. The RF with modi�ed energy resolution (�10% change of the width

of the RF) was used in the unsmearing procedure.
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7.4 Energy scale stability of the detector

The energy scale of the detector might change with time. The uncertainty

caused by this source was measured by scaling the jet Et in the raw data by 1% up

and down. The value of 1% was chosen since it reected the change (with respect to

1989 CDF Data) in the energy scale of Central EM calorimeter due to aging of the

scintillators.

7.5 Fragmentation Properties

The fragmentation tuning was performed by adjustment of the parameters

of SETPRT so that the spectra of charged particles in the simulated jets reproduced

the spectra in the measured jets. The e�ciency of �nding tracks associated with the

jets a�ected the quality of the fragmentation parameters. The resulting uncertainty

on fragmentation parameters was a source of the uncertainty on the corrected cross

section. The RF was evaluated for modi�ed values of the fragmentation parameters.

The cross section unsmeared with this RF and the corresponding F were used for

the evaluation of the systematic uncertainty on the cross section and the ratio of

corrected cross sections due to the uncertainty on fragmentation tuning.

7.6 Underlying Event (UE)

The UE Et in jet production processes was estimated from a Minimum Bias

Sample, as the average Et measured in cones with (�; �) radius of 0.7 randomly drawn

in the Central Calorimeter (0:1 < j�j < 0:7).

An UE Et change of 30% was incorporated into the RF . The uncertainty of 30%
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covers the di�erence in UE Et measured in Minimum Bias sample and in dijet events

(measured in directions perpendicular to the jet axes). The section corrected with

this modi�ed RF provided the systematic uncertainty due to the uncertainty on UE

Et.

7.7 Integrated Luminosity

The integrated luminosity (L) enters the expression for the cross section as

a normalization factor. The uncertainty on the value of integrated luminosity �(L)
contributes to the systematic uncertainty on the cross section as follows:

�� =
d�

dL�L = � � �LL :

The uncertainties on the luminosity (�L=L) at both center of mass energies were 4.4%
for

p
s=630 GeV and 4.1% for

p
s=1800 GeV.
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xtjet e�=. Energy � Resp. � Resp. Total

Resp. Resol. low pt high pt [nb/GeV]

0.068 +0.464E+01 +0.223E+02 +0.168E+02 +0.465E+01 +0.436E+02

�0.569E+01 �0.198E+02 �0.168E+02 �0.252E+01 �0.395E+02
0.090 +0.114E+01 +0.327E+01 +0.400E+01 +0.122E+01 +0.837E+01

�0.140E+01 �0.321E+01 �0.401E+01 �0.825E+00 �0.791E+01
0.110 +0.421E+00 +0.886E+00 +0.143E+01 +0.482E+00 +0.278E+01

�0.514E+00 �0.907E+00 �0.143E+01 �0.381E+00 �0.266E+01
0.129 +0.186E+00 +0.326E+00 +0.607E+00 +0.227E+00 +0.116E+01

�0.227E+00 �0.338E+00 �0.612E+00 �0.203E+00 �0.112E+01
0.147 +0.907E-01 +0.142E+00 +0.284E+00 +0.117E+00 +0.546E+00

�0.110E+00 �0.148E+00 �0.288E+00 �0.115E+00 �0.528E+00
0.164 +0.470E-01 +0.692E-01 +0.142E+00 +0.642E-01 +0.275E+00

�0.571E-01 �0.719E-01 �0.144E+00 �0.678E-01 �0.268E+00
0.182 +0.254E-01 +0.360E-01 +0.737E-01 +0.366E-01 +0.146E+00

�0.309E-01 �0.373E-01 �0.752E-01 �0.409E-01 �0.143E+00
0.199 +0.142E-01 +0.196E-01 +0.397E-01 +0.215E-01 +0.801E-01

�0.173E-01 �0.203E-01 �0.406E-01 �0.251E-01 �0.792E-01
0.216 +0.819E-02 +0.110E-01 +0.219E-01 +0.129E-01 +0.453E-01

�0.990E-02 �0.114E-01 �0.226E-01 �0.156E-01 �0.450E-01
0.233 +0.481E-02 +0.632E-02 +0.124E-01 +0.786E-02 +0.262E-01

�0.581E-02 �0.661E-02 �0.128E-01 �0.984E-02 �0.261E-01
0.250 +0.288E-02 +0.370E-02 +0.714E-02 +0.487E-02 +0.154E-01

�0.347E-02 �0.389E-02 �0.741E-02 �0.626E-02 �0.155E-01
0.267 +0.175E-02 +0.220E-02 +0.417E-02 +0.306E-02 +0.926E-02

�0.210E-02 �0.233E-02 �0.435E-02 �0.401E-02 �0.928E-02
0.284 +0.108E-02 +0.133E-02 +0.247E-02 +0.195E-02 +0.564E-02

�0.129E-02 �0.141E-02 �0.260E-02 �0.260E-02 �0.565E-02
0.301 +0.672E-03 +0.813E-03 +0.149E-02 +0.125E-02 +0.349E-02

�0.806E-03 �0.866E-03 �0.157E-02 �0.169E-02 �0.348E-02
0.324 +0.357E-03 +0.421E-03 +0.747E-03 +0.690E-03 +0.183E-02

�0.427E-03 �0.447E-03 �0.795E-03 �0.951E-03 �0.182E-02
0.363 +0.128E-03 +0.147E-03 +0.244E-03 +0.263E-03 +0.647E-03

�0.153E-03 �0.153E-03 �0.264E-03 �0.372E-03 �0.634E-03
0.428 +0.274E-04 +0.316E-04 +0.431E-04 +0.613E-04 +0.136E-03

�0.323E-04 �0.292E-04 �0.484E-04 �0.894E-04 �0.132E-03
Table 7.1: Systematic uncertainties on the corrected inclusive jet cross section measured at

p
s=630

GeV. The uncertainty due to the integrated luminosity (4.4% independent of xt) is added in quadra-

ture to the total uncertainty. 82



xjett Et Fragm. UE Et Total

scale [nb/GeV]

0.068 +0.884E+01 +0.180E+02 +0.244E+02 +0.436E+02

�0.572E+01 �0.163E+02 �0.216E+02 �0.395E+02
0.090 +0.211E+01 +0.438E+01 +0.354E+01 +0.837E+01

�0.146E+01 �0.396E+01 �0.340E+01 �0.791E+01
0.110 +0.768E+00 +0.160E+01 +0.928E+00 +0.278E+01

�0.600E+00 �0.144E+01 �0.915E+00 �0.266E+01
0.129 +0.337E+00 +0.696E+00 +0.324E+00 +0.116E+01

�0.292E+00 �0.625E+00 �0.320E+00 �0.112E+01
0.147 +0.164E+00 +0.334E+00 +0.133E+00 +0.546E+00

�0.154E+00 �0.299E+00 �0.131E+00 �0.528E+00
0.164 +0.854E-01 +0.171E+00 +0.606E-01 +0.275E+00

�0.845E-01 �0.152E+00 �0.590E-01 �0.268E+00
0.182 +0.466E-01 +0.912E-01 +0.295E-01 +0.146E+00

�0.475E-01 �0.811E-01 �0.286E-01 �0.143E+00
0.199 +0.264E-01 +0.503E-01 +0.150E-01 +0.801E-01

�0.271E-01 �0.446E-01 �0.146E-01 �0.792E-01
0.216 +0.153E-01 +0.285E-01 +0.792E-02 +0.453E-01

�0.157E-01 �0.252E-01 �0.775E-02 �0.450E-01
0.233 +0.914E-02 +0.165E-01 +0.427E-02 +0.262E-01

�0.912E-02 �0.145E-01 �0.423E-02 �0.261E-01
0.250 +0.555E-02 +0.974E-02 +0.234E-02 +0.154E-01

�0.533E-02 �0.855E-02 �0.236E-02 �0.155E-01
0.267 +0.343E-02 +0.583E-02 +0.131E-02 +0.926E-02

�0.312E-02 �0.510E-02 �0.134E-02 �0.928E-02
0.284 +0.215E-02 +0.354E-02 +0.740E-03 +0.564E-02

�0.182E-02 �0.309E-02 �0.768E-03 �0.565E-02
0.301 +0.137E-02 +0.218E-02 +0.425E-03 +0.349E-02

�0.106E-02 �0.190E-02 �0.447E-03 �0.348E-02
0.324 +0.749E-03 +0.113E-02 +0.202E-03 +0.183E-02

�0.491E-03 �0.982E-03 �0.214E-03 �0.182E-02
0.363 +0.284E-03 +0.390E-03 +0.621E-04 +0.647E-03

�0.118E-03 �0.338E-03 �0.636E-04 �0.634E-03
0.428 +0.674E-04 +0.763E-04 +0.129E-04 +0.136E-03

�0.708E-05 �0.663E-04 �0.930E-05 �0.132E-03
Table 7.2: Systematic uncertainties on the corrected inclusive jet cross section measured at

p
s=630

GeV. The uncertainty due to the integrated luminosity (4.4% independent of xt) is added in quadra-

ture to the total uncertainty. 83
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Figure 7.1: The systematic uncertainties for the
p
s=630 GeV Data Set.
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Figure 7.2: The systematic uncertainties for the
p
s=1800 GeV Data Set.
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Chapter 8

The Ratio of Scaled Cross Sections.

The scaled cross section as a function of xt has the following form:

E3
t �
�
d2�(xt)=dEtd�

�
=

�
0:5xt �

p
s
�3 � �d2�(xt)=dEtd�

�
The ratio of the scaled cross sections was calculated as:

R(xt) =

�
630

1800

�3

� d
2�630(xt)=dEtd�

d2�1800(xt)=dEtd�

= 0:0429 � d
2�630(xt)=dEtd�

d2�1800(xt)=dEtd�
;

where 0.0429 is the scaling factor, xt are the
p
s=630 GeV data points, d2�630(xt)=dEtd�

is the corrected cross section at
p
s=630 GeV, d2�1800(xt)=dEtd� is the corrected cross

section at
p
s=1800 GeV.

Data at both center of mass energies were binned in Et so the xt values of the data

points at
p
s=1800 GeV do not match the data points at

p
s=630 GeV. The following

procedure was used to evaluate the
p
s=1800 GeV cross section at the xt values of

the
p
s=630 GeV data:

d2�1800(x630t )

dEtd�
= F1800(x630t ) � d

2�1800(x1800t )=dEtd�

F1800(x1800t )
;
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where x630t is the xt of a given
p
s=630 GeV data point; x1800t is the closest xt point

of the
p
s=1800 GeV data (typically within 3% of x630t ). F1800 was evaluated at x630t ;

the ratio of the corrected cross section at
p
s=1800 GeV in the nearest xt point to the

value of F at that point was used as a normalization factor to correct for the di�erence

between the F and the corrected cross section. The resulting value of d2�1800(x630t )
dEtd�

was

taken as the corrected cross section at
p
s=1800 GeV evaluated for xt value of x

630
t .

The statistical error on
p
s=1800 GeV cross section corresponding to x1800t point was

assigned to the evaluated cross section for xt = x630t .

The statistical errors on the ratio were calculated by error propagation on a ratio of

uncorrelated parameters:

� (R(xt)) = R(xt) �
q
(��630=�630)2 + (��1800=�1800)2;

where �
p
s � d2�

p
s(xt)=dEtd�.

The ratio of the cross sections is provided in Table 8.1 and plotted in Figure 8.1.

8.1 Uncertainty on The Ratio of Corrected Cross

Sections

The systematic uncertainties on the ratio of the scaled inclusive jet cross

sections were evaluated assuming that

� the di�erent sources of the uncertainties are not correlated,

� there is 100% bin-to-bin correlation for each source of the uncertainty,

� for the same source, the uncertainties on the cross sections measured at di�erent

center of mass energies are 100% correlated.

87



For each source of systematic uncertainty, the corresponding F�'s at both center of

mass energies were evaluated as functions of jet xt:

xt = 2Ecorrected
t =

p
s;

where Ecorrected
t are the corrected values of jet transverse energy taken from the

p
s=

630 GeV data set.

The ratio of the scaled F�'s for each source (Rp;�) was calculated as:

Rp;� =
(E630

t )3 � F630
� (xt)

(E1800
t )3 � F1800

� (xt)
= 0:0429 � F

630
� (xt)

F1800
� (xt)

:

These ratios were evaluated for F�'s corresponding to the \positive" and \negative"

systematic uncertainties and for the nominal F 's at both center of mass energies.

The ratio of the scaled cross sections corresponding to the systematic uncertainty �

was estimated as:

R�;�(xt) = Rp;�(xt) �
R�(xt)

Rp(xt)
;

where R�;�(xt) is the ratio of the cross sections with RF , corresponding to a change
in parameter �, Rp(xt) is the ratio of the nominal F 's, Rp;�(xt) is the ratio of the

F�'s corresponding to the source of systematic uncertainty �.

The di�erence between R�(xt), the ratio of nominal corrected cross sections and R�;�,

the ratio of cross sections corresponding to a change in parameter �, is de�ned as the

systematic uncertainty on the ratio of the cross sections due to the uncertainty on

parameter �:

� (R�) = R�;� �R� = R� �
�
Rp;�=Rp � 1

�
:

This de�nition automatically accounts for the correlations of systematic uncertain-

ties in the measurements of the inclusive jet cross sections at di�erent center of mass

energies.
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The uncertainty on the cross section due to the uncertainty on the integrated lumi-

nosity was treated as uncorrelated in the measurements at two values of
p
s; error

propagation for uncorrelated uncertainties was used to evaluate the uncertainty on

the ratio:

�

�
�630

�1800

�
=

�630

�1800
�
s�

�(L630)

L630

�2

+

�
�(L1800)

L1800

�2

;

where L
p
s are the integrated luminosities: �(L630)=L630 = 4:4%, �(L1800)=L1800 =

4:09%, �
p
s are the double di�erential cross sections:d2�=dEtd�. The systematic un-

certainty on the ratio due to the integrated luminosity was estimated to be

�

�
�630

�1800

�
=

�630

�1800
� 6:01%

The positive and negative systematic uncertainties on the ratio were grouped separate-

ly; the total uncertainty was calculated as the sum in quadrature of the uncertainties

caused by di�erent sources:

�R�(xt) =

sX
�

�
�R�

� (xt)
�2

The values of the systematic uncertainties on the ratio due to di�erent sources and of

the resulting total systematic uncertainty are presented in Table 8.2 and in Figure 8.2.
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xt Ratio (stat. errors only)

1 0.068 0.971� 0.046

2 0.090 1.252� 0.047

3 0.110 1.256� 0.026

4 0.129 1.524� 0.037

5 0.147 1.474� 0.028

6 0.164 1.531� 0.028

7 0.182 1.598� 0.038

8 0.199 1.685� 0.055

9 0.216 1.639� 0.073

10 0.233 1.583� 0.095

11 0.250 1.438� 0.118

12 0.267 1.463� 0.151

13 0.284 1.695� 0.212

14 0.301 1.606� 0.248

15 0.324 1.246� 0.236

16 0.363 1.726� 0.391

17 0.428 1.442� 0.609

Table 8.1: Ratio of scaled cross sections
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xjett e�=. Energy � Resp. � Resp. Et Fragm. UE Et Total

Resp. Resol. low pt high pt scale

0.068 +0.001 +0.065 +0.011 +0.003 +0.004 +0.003 +0.017 +0.090

�0.006 �0.056 �0.009 �0.012 �0.016 �0.002 �0.015 �0.085
0.090 +0.002 +0.047 +0.023 +0.008 +0.008 +0.000 +0.003 +0.092

�0.009 �0.046 �0.020 �0.023 �0.021 �0.003 �0.006 �0.096
0.110 +0.003 +0.035 +0.033 +0.010 +0.009 +0.007 +0.001 +0.091

�0.010 �0.036 �0.029 �0.027 �0.017 �0.010 �0.003 �0.095
0.129 +0.006 +0.037 +0.051 +0.014 +0.011 +0.017 +0.001 +0.114

�0.012 �0.040 �0.047 �0.034 �0.014 �0.022 �0.002 �0.119
0.147 +0.007 +0.035 +0.059 +0.014 +0.010 +0.025 +0.001 +0.116

�0.011 �0.038 �0.055 �0.033 �0.007 �0.030 �0.003 �0.120
0.164 +0.010 +0.037 +0.071 +0.014 +0.009 +0.034 +0.002 +0.128

�0.011 �0.040 �0.066 �0.033 �0.001 �0.039 �0.005 �0.131
0.182 +0.012 +0.040 +0.082 +0.014 +0.008 +0.042 +0.003 +0.140

�0.012 �0.043 �0.077 �0.031 �0.004 �0.048 �0.006 �0.143
0.199 +0.014 +0.043 +0.093 +0.014 +0.007 +0.051 +0.004 +0.154

�0.012 �0.046 �0.088 �0.028 �0.008 �0.057 �0.009 �0.156
0.216 +0.015 +0.043 +0.096 +0.012 +0.005 +0.053 +0.003 +0.155

�0.012 �0.046 �0.091 �0.022 �0.010 �0.060 �0.010 �0.157
0.233 +0.016 +0.042 +0.096 +0.010 +0.003 +0.054 +0.002 +0.153

�0.012 �0.046 �0.091 �0.015 �0.009 �0.061 �0.011 �0.154
0.250 +0.015 +0.038 +0.089 +0.007 +0.001 +0.050 +0.001 +0.140

�0.011 �0.042 �0.085 �0.008 �0.007 �0.056 �0.010 �0.141
0.267 +0.016 +0.038 +0.091 +0.005 +0.000 +0.050 +0.000 +0.142

�0.012 �0.043 �0.087 �0.001 �0.003 �0.057 �0.011 �0.144
0.284 +0.019 +0.043 +0.104 +0.004 +0.002 +0.054 +0.001 +0.163

�0.015 �0.050 �0.101 �0.006 �0.004 �0.063 �0.013 �0.165
0.301 +0.018 +0.040 +0.096 +0.002 +0.003 +0.047 +0.001 +0.151

�0.016 �0.046 �0.093 �0.014 �0.014 �0.055 �0.012 �0.155
0.324 +0.014 +0.029 +0.070 +0.001 +0.004 +0.028 +0.001 +0.111

�0.015 �0.035 �0.068 �0.020 �0.025 �0.035 �0.009 �0.118
0.363 +0.016 +0.037 +0.077 +0.006 +0.007 +0.010 +0.002 +0.136

�0.027 �0.043 �0.076 �0.048 �0.082 �0.021 �0.010 �0.170
0.428 +0.006 +0.029 +0.020 +0.009 +0.006 +0.054 +0.021 +0.111

�0.038 �0.027 �0.020 �0.068 �0.176 �0.049 �0.002 �0.219
Table 8.2: Systematic uncertainties on the ratio of the scaled inclusive jet cross sections

(�(630 GeV )=�(1800 GeV )). The uncertainty on the ratio due to the integrated luminosity un-

certainty (6.01% independent of xt) is added in quadrature to the total uncertainty.
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Figure 8.1: The ratio of scaled inclusive jet cross sections. Result of this analysis is compared

with the ratio of cross sections measured at
p
s=546 and 1800 GeV.
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8.2 Conclusions

The inclusive jet cross section, d2�
dEtd�

is measured at center of mass energies

of
p
s= 630 and 1800 GeV. These measurements cover the xt range 0.07-0.43. A ratio

of scaled cross sections is obtained. As expected, the systematic uncertainty on the

ratio is smaller than that on the individual cross sections.

At xt above 0.1, the measured ratio is signi�cantly higher than the scaling prediction

of 1.0.

Comparison of the measured ratio with NLO QCD showed that data are lower than

QCD predictions. The di�erence is only in normalization for xt above 0.2; but there

is a di�erence in shape at the low xt end.

A study of individual cross sections, showed that the discrepancy is due to the
p
s=630

GeV data. The discrepancy is present for di�erent choices of pdf and renormaliza-

tion/factorization scale used in NLO QCD calculations. This result is consistent with

previous measurement by CDF of the ratio of inclusive jet cross sections at center of

mass energies of 546 and 1800 GeV.

Figure 8.3 present the comparison of the ratio measured by CDF to that of D�[39].

Two results are consistent for values of xt above 0.12; however at low xt end, there

is a discrepancy of the order of 2�. Since this is a data to data comparison, the

explanation for the discrepancy should be sought in the details of the analysis. The

two collaborations use di�erent methods of energy calibration. A possible reason is

that the Underlying Event is handled di�erently in the two experiments. This can

a�ect the low xt part of the data, while the high xt should remain insensitive. A

detailed comparison of data analyses employed by both experiments is needed for

better understanding of this discrepancy.
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